
  
Abstract—An important aspect in microarray data analysis is the 

selection of an appropriate number of the most relevant genes among a 
large population of genes. In this study, we have proposed a gene 
selection using the threshold number of misclassification (TNoM) 
score. In the TNoM score, we selected an appropriate number of the 
top-ranked genes for microarray data analysis. In this study, from a 
colon cancer dataset and a leukemia dataset, we selected the 
top-ranked 93 colon cancer and 143 leukemia genes with ≤14 (colon 

cancer) and ≤13 (leukemia) TNoM scores from a total of 2000 colon 
cancer and 7129 leukemia genes. When the minimal 93 colon cancer 
and 143 leukemia genes were used as inputs for a neural network with 
weighted fuzzy membership functions (NEWFM), the performance 
accuracies were 96.77% and 100% for colon cancer and leukemia, 
respectively. 
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I. INTRODUCTION 
ANY recent studies using microarray technology have 
produced remarkable results, strongly indicating the 

usability of gene expression data as diagnostic tools. One of the 
major challenges of handling gene expression data is the large 
number of genes in the data sets. Although thousands of genes 
are evaluated simultaneously, most of them are irrelevant or 
insignificant to a clinical diagnosis [1][2][4], and it is important 
therefore to identify those genes that are relevant to a diagnosis. 
Statistical methods, such as the t-test [12], mutual information 
[2], and threshold number of misclassifications (TNoM) score 
[2] have been widely used in finding relevant genes. Feature 
selection is among the techniques that have contributed to an 
increase in an important methodology for pattern recognition 
and machine learning [6]. Moreover, by identifying the 
influence of each selected gene, feature selection in gene 
expression data can increase the comprehensibility of the 
generated results. In pattern recognition and machine learning, 
genetic algorithms [7][8] are typical search methods used in 
gene selection. As specific classifiers, support vector machine 
(SVM) [2][5][7][8], and rough set [11] have all been used to 
verify the efficiency of the selected genes. 

In this study, we have proposed a gene selection that is the 
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TNoM score among the statistical methods and a neural network 
with weighted fuzzy membership functions (NEWFM) [9][10] 
among the classifiers to classify tumor biopsies and normal 
biopsies from a colon cancer data set, and acute myeloid 
leukemia (AML) and acute lymphoblastic leukemia (ALL) from 
a leukemia data set. We selected from a colon cancer dataset 
and a leukemia dataset the top-ranked 93 colon cancer and 143 
leukemia genes that have ≤ 14 (colon cancer) and ≤ 13 
(leukemia) TNoM scores from a total of 2000 colon cancer) and 
7129 leukemia genes.  

II.  MATERIALS 
Descriptions of the two data sets studied are as follows. The 

colon cancer data set involves comparing tumor and normal 
samples of the same tissue, and the leukemia data set involves 
comparing samples of acute myeloid leukemia and samples of 
acute lymphoblastic leukemia of the same tissue.   

A. Colon Cancer Data Set 
The colon cancer data set is a collection of expression 

measurements from colon biopsy samples reported by Alon et 
al. [1]. The data set consists of 62 samples of colon epithelial 
cells. These samples are divided into two variants of colon 
tissue: 40 colon tumor samples and 22 normal colon samples. 
Both sets of samples were collected from colon cancer patients. 
The tumor biopsies were collected from tumors, and the normal 
biopsies were collected from healthy parts of the colons of the 
same patients. The final assignments of the status of biopsy 
samples were made by pathological examination. Gene 
expression levels in these 62 samples were measured using high 
density microarrays. Two thousand genes were selected based 
on the confidence in the measured expression levels. The data 
set, representing 2000 genes across 62 samples, is available at 
http://genomics-pubs.princeton.edu/oncology/. 

B. Leukemia Data Set 
The leukemia data set is a collection of expression 

measurements reported by Golub et al. [4], and contains 72 
samples. These samples are divided into two variants of 
leukemia: 25 samples of acute myeloid leukemia (AML) and 47 
samples of acute lymphoblastic leukemia (ALL). The source of 
the gene expression measurements was taken from 63 bone 
marrow samples and nine peripheral blood samples. Gene 
expression levels in these 72 samples were measured using high 
density microarrays reporting the expression levels of 7129 
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genes. The data set, representing 7129 genes across 72 samples, 
is available at 
http://www.broadinstitute.org/cgi-bin/cancer/publications/pub_
paper.cgi?mode=view&paper_id=43. 

III. METHODS 

A. Threshold Number of Misclassifications Score for Feature 
Selection 

When gene expression data is analyzed and classified, it is of 
interest to find genes that have different expression patterns in 
different cell types. These genes are referred to as informative 
genes in that they are potentially relevant to the distinction 
between classes of cells, e.g., normal and tumor cells of the 
same tissue, as well as AML cells and samples of ALL cells of 
the same tissue. Most of the genes, however, are irrelevant for 
this distinction, and only a small fraction may play a major role 
in the biochemical pathways that underlie these distinctions. 

A TNoM score is obtained for classifiers of two classes, e.g., 
normal and tumor or AML and ALL. The score is the minimum 
number of errors that can be achieved using one separator that 
assigns all samples on its left to one class label and the second 
class label to all samples on its right [2]. 
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where t is some threshold value and   is a direction parameter 
of gene g in the ith sample. Rewriting it, the prediction class is 
simply . The error of such a predictor gene is the sum of 
prediction errors over all samples. 
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where   is the expression value of gene g in the ith sample and   

is the label of the ith sample. The TNoM score of a gene is 
simply defined as: 

                                              
),,|,(min),(

,
lgtdErrljTNoM

td
=                     (3) 

the number of errors made by the best rule. The intuition is 
that this number reflects the quality of decisions made based 
solely on the expression levels of this gene [2]. 

In this study, we selected from a colon cancer dataset and a 
leukemia dataset the top-ranked 93 (colon cancer) and 143 
(leukemia) genes that have ≤ 14 (colon cancer) and ≤ 13 
(leukemia) TNoM scores from a total of 2000 (colon cancer) 
and 7129 (leukemia) genes. 

B. Neural Network with Weighted Fuzzy Membership 
Function 

This study used a NEWFM for classifying tumor biopsies and 
normal biopsies from the colon cancer data set, and AML and 
ALL from the leukemia data set. The NEWFM is a supervised 
classification neuro-fuzzy system. Fig. 1 shows that the 
NEWFM contained three layers, i.e., the input, hyperbox, and 
class layers. The top-ranked 93 genes from the colon cancer 

data set and the top-ranked 143 genes from the leukemia data set 
were used as inputs for the NEWFM, as shown in Fig. 1. 
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Fig. 1 Structure of the NEWFM [9][10] 

IV. EXPERIMENTAL RESULTS 
In this study, tumor biopsies and normal biopsies, and AML 

and ALL were classified from the colon cancer and leukemia 
data sets, respectively. Classification accuracies are shown in 
Table I. The accuracy of NEWFM was compared with that 
determined by Cho [3], Guyon [5], and Wang [13].  

V. DISCUSSION 
This study used two gene selection steps for microarray data 

analysis. We used the TNoM score in gene selection. In gene 
selection step, the top-ranked 93 colon cancer and 143 leukemia 
genes having ≤14 (colon cancer) and ≤13 (leukemia) TNoM 
scores were selected. The fuzzy membership functions of the 
NEWFM were used to classify tumor biopsies and normal 
biopsies from the colon cancer data set, and acute myeloid 
leukemia (AML) and acute lymphoblastic leukemia (ALL) from 
the leukemia data set, respectively 
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TABLE I 
THE CLASSIFICATION ACCURACY OF THE EXISTING METHODS 

Data set Colon Leukemia 

Cho et al. [3] 82.08 (10) 94.12 (17) 
Guyon et al. [5] 90.32 (8) 100 (4) 

Wang et al. [13] 91.9 (3) 100 (5) 
Our study 96.77 (93) 100 (143) 
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