Abstract—Diabetes is a disease that occurs when body does not produce adequate insulin in order to function properly. Diabetic retinopathy is a common symptom of diabetes which is one of the world’s leading causes of blindness. This condition can be prevented if diagnosed and treated in early stage. The advancement in technology leads to the increasing trend of interest in the field of medical image processing. There are many techniques and algorithms that serve the purpose of hemorrhage detection using retinal images. The work extensively reviews, classifies and compares the algorithms and techniques previously proposed in order to support and provide current and future researchers with an elaborated summary of such algorithms.
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I. INTRODUCTION

One of the world leading causes of blindness, Diabetic Retinopathy (DR), is accountable for 4.8% of 37 million cases of blindness worldwide [1]. In fact, it is the most common eye disease that manifested 80% in patients who have suffered diabetes for 10 years or more [2]. However, out of 80%, only 90% with careful and proper treatment could the disease be reduced. The severity is directly proportional to the duration of the patient suffered from the disease [3].

Retina mainly consists of a network of blood vessels and an optic disc (Fig. 1). Ophthalmologists often categorize DR into two stages namely, Non-Proliferative Diabetic Retinopathy (NPDR) and Proliferative Diabetic Retinopathy (PDR) [4], [6]. The initial stage of DR is NPDR. In this stage, the blood vessels in the retinal become thin and leak fluids, leading to microaneurysm and hemorrhage in case of blood leakage, and exudates in case of fat or protein leakage. Microaneurysm and hemorrhage are red in color while exudates are yellow (Fig. 1). Moreover, blood vessels can swell and become fluffy white patches called cotton wool spots [4] (Fig. 1). The later stage of DR is PDR. In this stage, due to circulation problem, the blood vessels in the retina receive inadequate oxygen causing the blood vessels to grow in order to maintain adequate oxygen level. These newly grown vessels are weak and prone to leakage which decreases the vision.

Ophthalmologists diagnose DR by either mere eye observation or using computerized systems with complex detection algorithms. Due to the reason that the latter provides faster detection, the automated detection of DR became area of interest among the researchers. Some of the works of these researchers grouped microaneurysm and hemorrhage into dark or red lesions, and exudates and cotton wool spots into bright lesions. This paper emphasizes on hemorrhages detection algorithms which are more complicated as compared to other types of lesions. These algorithms will be reviewed thoroughly in this paper.

II. REVIEW OF METHODS

The methodologies used in the existing algorithms and techniques follow somewhat similar flow of process. Many researchers have proposed their own flow of hemorrhage detection process in order to distinguish their work from others’. These nontraditional flows were however, derived from this base flow. Fig. 2 summarizes the general process of automated hemorrhage detection.

According to Fig. 2, in order to obtain the final results, i.e. the area under hemorrhage on the retinal image, the original image has to go through many phases. The methods used in each phases by the researchers are reviewed below.
A. Preprocessing

The images taken by the fundus cameras usually have noise and non-uniform illumination with the brightness centering on the optic disc and decreasing outwards to other regions. This often makes it complicated to extract hemorrhages from the images as they have similar color to the vessels and background. Therefore, preprocessing is needed for the ease of feature extraction. The common characteristics of the preprocessing techniques are to adjust the brightness in order to make it uniform and intensify the contrast between the areas of interest and the background [5], [7]. The techniques are often performed on the green channel of RGB color images, which exhibits the area of interest better in terms of contrast than the other channels [5]. Though in this phase, the number of techniques used by most of the researchers is limited to a small number, there are some of them who applied unique techniques.

Bae et al. [5] used two steps to preprocess a fundus image. Hue Saturation Value (HSV) brightness correction was applied to the green channel of the image to make the brightness in the image uniform. Then Contrast-limited Adaptive Histogram Equalization (CLAHE) is used along with other enhancement algorithms to enhance the contrast between the components in the image and the background.

Esmaeili et al. [7] proposed a new illumination equalization method to correct the non-uniform illumination of the image and prevent the creation of the shadow around the light lesions. To implement this, each pixel $f(i, j)$ in the green channel is adjusted by $g(i, j)$:

$$g(i, j) = 5f(i, j) - 5\overline{f_W} + \frac{60\text{Max}(f_W)}{\overline{f_W} + 1} + 0.4\text{Max}(f_W) \quad (1)$$

Where $f_W$ represents the intensity value of the image within a 10x10 window.

B. Elimination of Non-hemorrhage Features

Due to the reason that the color of hemorrhage is almost the same as the blood vessels and the false detected area are mostly blood vessels, many researchers tried to find techniques recognizing the blood vessels in order to improve the accuracy of their techniques (Fig. 3). Although optic discs are not as much problematic as blood vessels in terms of red lesion detection, they are identified for the sake of uniform illumination. Some of the works had completely eliminated these features from the original images to pave the way for later phases.

Most of the methods for detection of blood vessels utilize thresholding based techniques. Matei et al. [8] employed thresholding along with morphologically defined features to detect blood vessels. The threshold value chosen is optimal for image segmentation. The image details are removed through erosion operation. The objects of interests are also eroded with this technique. To solve this problem they used the technique called dilation, which is essentially the reverse operation of erosion, to obtain back the objects of interest.

Acharya et al. [9] used morphological processing techniques to detect blood vessels. The technique starts with inverting the image intensity level. Then the adaptive equalization was performed on the image using histogram. Then in order to detect the blood vessels morphological ‘opening’ operation was used. This technique clearly increases the intensity of blood vessels compared to the background. The resulted image was then binarized using thresholding method. Then the border was created in order to eliminate the blood vessels from the image.

Optic disc detection is another important component of the algorithms for computer based DR diagnosis. Marwan and Eswaran [10] detected and removed the optic disc by using median filter. The technique starts with focusing in the center of the image where the optic disc is most likely to be detected. Then median filter is applied to the image in order to fill up the thin blood vessels inside the optic disc. Then the contrast of the optic disc and the background was enhanced so that the thresholding can be performed easily in order to eliminate the optic disc from the image.

After preprocessing and elimination of non-hemorrhage features, the image is now ready to undergo the most important phase i.e. the detection algorithm.
C. Hemorrhage Candidate Extraction and Classification

Although defined separately in Fig. 2, hemorrhage candidate extraction and classification are overlapping by nature. Most of the works have separated these phases into two independent working blocks in the algorithm but some have not stated the exact distinction. These phases are in fact, the most important components of automated hemorrhage detection algorithms as they contribute to the actual detection. Few researchers gave the preprocessing phase the more importance and opted to use an existing method in these phases. Following are the review of the works proposed by researchers for hemorrhage candidate extraction and classification:

Hatanaka et al. [11] proposed a new improvement over the HSV space to correct non-uniform brightness of the fundus image. The p-tile thresholding method is used to extract the optic disc. Density analysis was used to extract blood vessels and hemorrhage candidates. Then the hemorrhages candidates are classified using rule-based method and three Mahalonobis distance classifiers.

Köse et al. [12] presented a new application to the techniques in [13]. Unlike other methods, which focus on the unhealthy regions, this method used inverse segmentation method to separate the healthy region from the unhealthy region. Based on the fact that the texture of healthy region does not vary as much as the texture of the unhealthy region, it is more accurate to extract the healthy region. Then dark lesions are left after segmentation using the intensity value that is lower than the background intensity value, and extraction of vessels.

Zhang et al. [14] proposed a background estimation algorithm to detect hemorrhage. They saw the area of interest e.g. hemorrhages and vessels as foreground that will be visibly contrast with background. To extract non-hemorrhage features, they introduced non-vessel inhibition operator using Gabor filter to detect vessel feature and applied a multi-thresholds scheme based on standard hysteresis thresholding methods [15] to help separate connective elongated vessels from scattered residual edge. The background estimation used Mahalanobis distance along with a threshold technique to separate foreground from background.

The bottom-up methods that focus only on color information may be insufficient to detect hemorrhages. Zhang and Chutatape [16] proposed a top-down method for hemorrhage extraction, in which after preprocessing, the hemorrhages were located in the region of interest by using Support Vector Machine (SVM) to calculate the evidence value of every pixel. Combined Two-Dimensional Principal Component Analysis (Combined 2DPCA) was used to extract features which then will be input vector for the SVM classifier. After the location of hemorrhage features was found, the post-processing process can then segment the boundary if the hemorrhages in the region of interest. The combination of Combined 2DPCA and SVM was expected to achieve higher accuracy of classification.

Tang et al. [19] purposed a large hemorrhage detection method based on splat feature classification. The fundus image was segmented in to several splats of the same color based on the assumption that the pixels of the same structure have similar color and are located spatially. Each splat can be extracted as a distinct feature e.g., hemorrhages and blood vessels. A classifier was trained to recognize the splats with vessels and then used to extract the vessels from the image, leaving what considered hemorrhage candidates behind.

Kande et al. [17] proposed a method to detect red lesions. They first applied relative entropy based thresholding to segment the red lesions regions after preprocessing. The morphological top-hat is then applied to extract the vessels. After that, SVM was used to classify the red lesions from the background.

Acharya et al. [9] used morphological image processing to detect various lesions. First, an image with blood vessels was extracted by using ‘ball’ shaped structuring elements, in addition to morphological operations. Then, other image with the vessels as well as hemorrhages was extracted using the same technique but slightly increased the ball size. The final detection was obtained by subtracting the image with vessels alone from the image with vessels as well as hemorrhage.

Singh and Tripathi [20], Shivaram et al. [22] and Fleming et al. [21] have also used morphological operators in their hemorrhage detection algorithms. Erosion, dilation, opening, closing and top-hat are some examples of operators utilized in these works.

Esmaeili et al. [7] proposed an algorithm based on multi-scale approach called Digital Curvelet Transform (DCUT). DCUT is a multi-scale direction transform algorithm which allows a sparse representation of objects in an image. Curvelet coefficients were defined in such a way that red lesions, especially hemorrhage can be easily distinguished from other parts of the image.

García et al. [23] used neural network based classifiers to automatically segment the hemorrhage candidates. Color and shape features were extracted from the image with the help of logistic regression. Then the image was segmented by using four neural network based classifiers namely, Multilayer Perceptron (MLP), Radial Basis Function (RBF), Support Vector Machine (SVM) and Majority Voting (MV) schema.

Sinthanayothin et al. [24] also used the concept of region growing in their research but in a very different way. First, the main features of the retinal image such as optic disc, fovea, blood vessels etc. were defined. Then Moat Operator was used to define the features of hemorrhage followed by the application of adaptive intensity thresholding. The candidates then undergo the process of recursive region growing segmentation.
Bae et al. [5] applied the methods of template matching in addition to region growing segmentation. The technique uses circular shaped template and a program performing template matching. The template matching technique which performs the extraction of hemorrhage candidates is called Normalized Cross-correlation (NCC). The candidates extracted lack information of the exact shape. This problem has been solved by applying region growing segmentation.

**D. Results**

In this phase, the performance of the algorithms reviewed in above will be compared. Researchers came up with many measures to evaluate the performance of their algorithms. The performance measures chosen for comparison in this paper are sensitivity and specificity as these two were the most commonly used. Sensitivity is the measure of the proportion of positives which were correctly detected, while specificity is the measure of the proportion of negatives which were correctly detected. Table I shows the sensitivity and specificity of the algorithms reviewed in this paper.

**TABLE I**

PERFORMANCE OF THE ALGORITHMS

<table>
<thead>
<tr>
<th>Authors</th>
<th>Performance Measures</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bae et al. [5]</td>
<td></td>
<td>85%</td>
<td>Not Reported</td>
</tr>
<tr>
<td>Esmaeili et al. [7]</td>
<td></td>
<td>94%</td>
<td>87%</td>
</tr>
<tr>
<td>Acharya et al. [9]</td>
<td></td>
<td>82%</td>
<td>86%</td>
</tr>
<tr>
<td>Marwan and Eswaran [10]</td>
<td></td>
<td>87.53%</td>
<td>95.08%</td>
</tr>
<tr>
<td>Hatanaka et al. [11]</td>
<td></td>
<td>80%</td>
<td>80%</td>
</tr>
<tr>
<td>Köse et al. [12]</td>
<td></td>
<td>93.2%</td>
<td>98.3%</td>
</tr>
<tr>
<td>Zhang et al. [14]</td>
<td></td>
<td>91.3%</td>
<td>81.6%</td>
</tr>
<tr>
<td>Zhang and Chutatap [16]</td>
<td></td>
<td>Max. 93.2%</td>
<td>Not Reported</td>
</tr>
<tr>
<td>Kande et al. [17]</td>
<td></td>
<td>96.22%</td>
<td>99.53%</td>
</tr>
<tr>
<td>Fleming et al. [21]</td>
<td></td>
<td>Max. 98.6%</td>
<td>Max. 95.5%</td>
</tr>
<tr>
<td>Shivaram et al. [22]</td>
<td></td>
<td>89.49%</td>
<td>99.89%</td>
</tr>
<tr>
<td>Garcia et al. [23]</td>
<td></td>
<td>100%</td>
<td>56%</td>
</tr>
<tr>
<td>Sinthanayothin et al. [24]</td>
<td></td>
<td>77.5%</td>
<td>88.7%</td>
</tr>
</tbody>
</table>

**III. CONCLUSION**

The early signs of DR can be notified by the presences of microaneurysms and hemorrhages in fundus images. Hemorrhage detection algorithms present one of the most complex problems in the area of medical image processing as distinguishing hemorrhages from background is difficult due to the low contrast and variance in size of the hemorrhages. Preprocessing and elimination of non-hemorrhage features are unavoidable components of the detection process. Therefore the need for effective detection algorithms is inevitable. There are several detection algorithms that have already been developed and proposed which perform satisfactorily (Table I). This paper can act as a resource for the future researchers interested in automated hemorrhage detection and help them to get an overview of this field in order to develop more efficient algorithms.
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